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Executive Summary
Microsoft  Azure offers a comprehensive su i te of  c loud serv ices,  enabl ing developers and IT 
profess ionals to bui ld,  deploy,  and manage appl icat ions eff ic ient ly  across a g lobal  network 
of  data centers.  This p lat form a lso prov ides extensive support  for  running L inux work loads, 
a l lowing users to leverage the scalabi l i ty,  re l iab i l i ty,  and f lex ib i l i ty  of  L inux with in Azure’s 
secure and h igh-performance env i ronment.

The adopt ion of  L inux on Azure has grown s igni f icant ly,  dr iven by the p lat form’s robust 
features and f lex ib i l i ty.  L inux is  fundamenta l  to c loud-nat ive env i ronments due to i ts 
scalabi l i ty,  re l iab i l i ty,  and compat ib i l i ty  wi th modern c loud appl icat ions.  Every day,  Azure 
deploys thousands of  L inux v i r tua l  machines,  ref lect ing the p lat form’s growing adopt ion 
of  L inux work loads. Azure’s support  for  var ious L inux d ist r ibut ions,  inc luding commercia l 
opt ions such as Ubuntu Pro,  Red Hat Enterpr ise L inux,  and SUSE Linux Enterpr ise Server, 
and community-supported distros such as Rocky and AlmaLinux,  supports th is surge. 
W ith more than 60% of a l l  customer cores on Azure running L inux,  Microsoft ’s s igni f icant 
investments and commitment to opt imiz ing L inux per formance and secur i ty  on the i r  c loud 
inf rastructure are ev ident.

Azure’s commitment to L inux is  demonstrated through cont inuous investments in 
in f rastructure,  comprehensive support  for  var ious d ist r ibut ions,  and strategic partnerships to 
enhance and opt imize L inux solut ions on the Azure p lat form.

In col laborat ion with AMD, Microsoft  Azure offers h igh-performance v i r tua l  machines 
powered by AMD EPYC™ processors,  improv ing per formance and cost-eff ic iency for  var ious 
work loads on the Azure c loud plat form. Addi t ional ly,  Azure supports conf ident ia l  comput ing 
us ing AMD processors,  ensur ing that  data remains encrypted for  data in use and prov id ing 
an extra layer of  secur i ty  for  sensi t ive work loads.

By accelerat ing the deployment of  L inux work loads on Azure and improv ing i ts  percept ion as 
a proven plat form for  running L inux and open-source work loads, Azure and AMD demonstrate 
the i r  thought leadership in the L inux and open-source ecosystem. 

When designing and deploy ing L inux-based solut ions on Azure,  P lat form engineers must 
address cr i t ica l  areas of  concern,  inc luding data in use, data at rest,  data in transit ,  and 
data access,  each requir ing speci f ic  protect ive measures prov ided by Azure,  as seen in 
Table 1 – Secur i ty  areas of  concern.

Area of Concern Detai ls

Data in use
Data act ive ly being processed by appl icat ions,  inc luding in-memory data.  Techniques l ike conf ident ia l 
comput ing,  which ensure data is  encrypted even dur ing processing,  he lp protect data in use f rom 
unauthor ized access or tamper ing.

Data at  rest
Refers to inact ive data stored physica l ly  in any d ig i ta l  form (e.g. ,  databases,  data warehouses) .  Encrypt ion 
and access contro ls are essent ia l  to protect th is data f rom unauthor ized access or breaches.

Data in t rans i t
Data act ive ly moving f rom one locat ion to another,  such as across the internet or  through a pr ivate 
network.  I t  is  crucia l  to secure th is data us ing encrypt ion protocols l ike TLS to prevent intercept ion and 
ensure data integr i ty.

Data access
Involves contro l l ing who has the r ight  to access and manipulate data.  This inc ludes implement ing 
authent icat ion,  author izat ion,  and audi t ing mechanisms to ensure only author ized users can access 
sensi t ive data.

Table 1 – Security areas of concern

http://www.solliance.net
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Azure Platform Security Features for Linux
Azure prov ides a robust p lat form with comprehensive secur i ty  features designed to protect 
L inux work loads at  every stage. Amongst the var ious serv ices,  some of  the most important 
measures inc lude:

• Azure Confidential  Computing: AMD Secure Encrypted V i r tua l izat ion-Secure Nested 
Paging (SEV-SNP) enabled VMs and hardware and fu l l -d isk encrypt ion with secure-
key re lease leveraging v i r tua l  TPM (vTPM),  ensur ing that  data remains encrypted dur ing 
processing and storage.

• Microsoft  Defender for Cloud:  Advanced threat protect ion and endpoint  secur i ty 

• Microsoft  Sentinel :  Scalable c loud-nat ive secur i ty  in format ion and event management 
(SIEM) solut ion ta i lored for  L inux env i ronments

Azure Confidential Computing
Conf ident ia l  comput ing is  an industry term establ ished by the Confidential  Computing 
Consort ium  (CCC),  part  of  the L inux Foundat ion.

These secure and iso lated env i ronments help prevent unauthor ized access or modi f icat ion of 
appl icat ions and data whi le in use,  thereby increasing the secur i ty  leve l  of  organizat ions that 
manage sensi t ive and regulated data.

Microsoft  and AMD are members of  the govern ing body, which was formed in 2019, and have 
members serv ing on i ts  govern ing body and the Technica l  Advisory Counci l  (TAC).

Conf ident ia l  comput ing secures sensi t ive and regulated data whi le being processed in 
the c loud. I t  encrypts data in memory in hardware-based and attested t rusted execut ion 
env i ronments.  I t  processes i t  on ly af ter  the c loud env i ronment is  ver i f ied,  he lp ing prevent 
data access by c loud prov iders,  admin ist rators,  and unauthor ized th i rd part ies.

Confidential VMs using AMD Processors

Azure leverages AMD EPYC™ processors wi th Secure Encrypted V i r tua l izat ion-Secure Nested 
Paging (SEV-SNP) to ensure data remains encrypted in memory.  This technology creates 
iso lated encrypted env i ronments that  protect sensi t ive work loads f rom unauthor ized access 
or tamper ing.  Ex ist ing VMs can be moved to Azure and secured without addi t ional  code 
changes. Running conf ident ia l  VMs in Azure us ing AMD processors prov ides the fo l lowing 
benef i ts :

• Robust hardware-based iso lat ion between v i r tua l  machines,  hyperv isor,  and host 
management code.

• Customizable at testat ion pol ic ies to ensure the host’s compl iance before deployment.

• Cloud-based Conf ident ia l  OS disk encrypt ion before the f i rst  boot.

• VM encrypt ion keys that  the p lat form or the customer (opt ional ly )  owns and manages.

The fo l lowing sect ions wi l l  deta i l  how Microsoft  Azure and AMD address these concerns 
whi le prov id ing robust scalabi l i ty  and secur i ty  f rom deployment to ongoing operat ions.

http://www.solliance.net
https://confidentialcomputing.io/
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Figure 1 – AMD Confidential  Computing on Azure

Figure 1 – AMD Conf ident ia l  Comput ing on Azure shows how AMD’s SEV-SNP Trusted 
Execut ion Envi ronment (TEE) technology offers mult ip le protect ions:  memory encrypt ion, 
unique CPU keys,  encrypt ion for  the processor register  state,  integr i ty  protect ion,  f i rmware 
ro l lback prevent ion,  s ide-channel  hardening, and restr ict ions on interrupt and except ion 
behavior. 

Col lect ive ly,  AMD SEV technologies harden guest protect ions to deny hyperv isor and other 
host management code access to VM memory and state.  Conf ident ia l  VMs leverage AMD 
SEV-SNP with Azure technologies such as fu l l -d isk encrypt ion and Azure Key Vaul t  Managed 
HSM. Data can be encrypted in use,  in t rans i t ,  and at  rest  wi th keys under user contro l . 
Bui l t - in Azure Attestat ion capabi l i t ies a l low independent establ ishment of  t rust  in the 
secur i ty,  heal th,  and under ly ing inf rastructure of  conf ident ia l  VMs.

Azure conf ident ia l  VMs on AMD SEV-SNP undergo attestat ion as part  of  the i r  boot phase. 
This process is  opaque to the user and occurs in the c loud operat ing system with the 
Microsoft  Azure Attestat ion and Azure Key Vaul t  serv ices.  Conf ident ia l  VMs a lso a l low users 
to per form independent at testat ion for  the i r  conf ident ia l  VMs. This at testat ion uses Azure 
Conf ident ia l  VM (CVM),  enabl ing customers to at test  that  the i r  conf ident ia l  VMs are running 
on AMD processors wi th SEV-SNP enabled.

Addit ional ly,  Azure employs fu l l -d isk encrypt ion with Secure Key Release to enhance 
data protect ion by ensur ing that  encrypt ion keys are secure ly managed and re leased 
only to author ized ent i t ies.  V i r tua l  TPM (vTPM) prov ides hardware-based encrypt ion key 
management,  fur ther enhancing cr i t ica l  data secur i ty.  These combined technologies offer 
robust protect ion for  sensi t ive in format ion,  making Azure an ideal  p lat form for  secure ly 
handl ing and processing cr i t ica l  work loads.

http://www.solliance.net
https://learn.microsoft.com/en-us/azure/key-vault/managed-hsm/overview
https://learn.microsoft.com/en-us/azure/key-vault/managed-hsm/overview
https://azure.microsoft.com/services/azure-attestation/
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Microsoft Defender for Cloud
This p lat form secur i ty  system is p ivota l  in secur ing L inux work loads on Azure by prov id ing 
advanced threat protect ion ta i lored for  L inux env i ronments.  I t  cont inuously moni tors, 
analyzes,  and responds to potent ia l  secur i ty  threats,  integrat ing seamless ly wi th the Azure 
p lat form. This integrat ion a l lows for  uni f ied secur i ty  management and threat protect ion 
across hybr id c loud work loads, ensur ing comprehensive secur i ty  coverage. Microsoft 
Defender for  Cloud helps mainta in secur i ty  basel ines and appl ies best pract ices,  offer ing 
robust protect ion against  an evolv ing threat landscape.

Microsoft  Defender for  Cloud is  a c loud-nat ive appl icat ion protect ion p lat form (CNAPP) 
compr is ing secur i ty  measures and pract ices designed to protect c loud-based appl icat ions 
f rom var ious cyber threats and vulnerabi l i t ies.  Defender for  Cloud combines the 
capabi l i t ies of :

• A development secur i ty  operat ions (DevSecOps) solut ion that  uni f ies secur i ty  management 
at  the code leve l  across mult i -c loud and mult ip le-pipel ine env i ronments

• A c loud secur i ty  posture management (CSPM) solut ion that  sur faces act ions that  you can 
take to prevent breaches

• A c loud work load protect ion p lat form (CWPP) wi th speci f ic  protect ions for  servers, 
conta iners,  storage, databases,  and other work loads

Microsoft  Defender for  Cloud extends i ts  capabi l i t ies wi th robust endpoint  management 
for  L inux,  ensur ing comprehensive secur i ty  across a l l  dev ices and systems with in the 
Azure env i ronment.  By integrat ing advanced threat detect ion and response funct ional i t ies, 
Microsoft  Defender for  Cloud monitors endpoint  act iv i t ies cont inuously,  ident i fy ing and 
mit igat ing potent ia l  secur i ty  r isks in rea l  t ime. This endpoint  management system enforces 
secur i ty  basel ines,  ensur ing L inux work loads adhere to best pract ices and compl iance 
requirements.  I t  a lso fac i l i tates automated responses to detected threats,  min imiz ing the r isk 
of  breaches and reducing the work load on IT secur i ty  teams. W ith these features,  Microsoft 
Defender for  Cloud prov ides a cohesive secur i ty  st rategy,  safeguarding L inux env i ronments 
against  an evolv ing threat landscape.

Figure 2 – Microsoft  Defender for Cloud

http://www.solliance.net
https://learn.microsoft.com/azure/defender-for-cloud/defender-for-cloud-introduction
https://learn.microsoft.com/azure/defender-for-cloud/defender-for-cloud-introduction
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Microsoft Sentinel
Microsoft  Sent ine l  is  a scalable,  c loud-nat ive Secur i ty  In format ion and Event Management 
(SIEM) solut ion that  del ivers an inte l l igent and comprehensive approach to SIEM and Secur i ty 
Orchestrat ion,  Automat ion,  and Response (SOAR).  I t  prov ides cyber threat detect ion, 
invest igat ion,  response, and proact ive hunt ing,  offer ing a panoramic v iew across the 
enterpr ise.

Microsoft  Sent ine l  nat ive ly incorporates proven Azure serv ices such as Log Analyt ics and 
Logic Apps, enr ich ing invest igat ions,  and detect ion with art i f ic ia l  inte l l igence. I t  leverages 
Microsoft ’s threat inte l l igence stream and a l lows the integrat ion of  custom threat inte l l igence.

Deploy ing Microsoft  Sent ine l  he lps mit igate the stress of  increasingly sophist icated attacks, 
the growing volume of  a ler ts,  and pro longed resolut ion t ime f rames. F igure 3 – Microsoft 
Sent ine l  Content Hub shows a heads-up display of  secur i ty  issues in a l l  env i ronments.

Microsoft  Sent ine l  complements Microsoft  Defender for  Cloud as a scalable,  c loud-nat ive 
secur i ty  in format ion and event management (SIEM) solut ion.  Designed to prov ide inte l l igent 
secur i ty  analyt ics and threat inte l l igence, Microsoft  Sent ine l  leverages bui l t - in AI  capabi l i t ies 
to detect,  invest igate,  and respond to secur i ty  threats swi f t ly.  I t  integrates seamless ly 
wi th other Azure serv ices,  enabl ing comprehensive threat v is ib i l i ty  and mit igat ion.  By 
prov id ing rea l- t ime secur i ty  analyt ics and threat inte l l igence, Azure Sent ine l  ensures that 
L inux work loads on Azure are wel l -protected and can swi f t ly  adapt to emerging secur i ty 
chal lenges.

Figure 3 – Microsoft  Sentinel  Content Hub

http://www.solliance.net
https://learn.microsoft.com/azure/sentinel/overview?tabs=azure-portal
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Architecting Linux solutions for Azure
Severa l  v i ta l  considerat ions ensure secure and eff ic ient  archi tecture when deploy ing L inux 
on Azure.  The archi tecture should be designed with secur i ty  best pract ices for  IaaS and 
for  network ing of  L inux deployments,  inc luding min imiz ing attack sur faces and secur ing 
data to address the i tems in Table 1 – Secur i ty  areas of  concern.  Each component must be 
met icu lously conf igured to mainta in the integr i ty  and secur i ty  of  the L inux env i ronment wi th in 
Azure:

• Compute Resources:  Us ing conf ident ia l  comput ing,  se lect ing the proper VM generat ion 
and Azure VM fami ly  type based on the work load prof i le ,  and implement ing Secure Boot 
wi th vTPM. Select  the appropr iate L inux d ist ro,  se lect  or  create VM image, and apply 
DevOps deployment techniques.

• Storage Solut ions: Determin ing how to conf igure Azure’s durable and h ighly avai lab le 
storage, ensur ing at-rest  and t rans i t  encrypt ion,  leveraging Azure’s Plat form Based Host 
Encrypt ion and Azure Key Vaul t  wi th Hardware Secur i ty  Module (HSM).

• Networking Considerat ions: Implement ing str ict  f i rewal l  ru les and load balancing with 
a web appl icat ion f i rewal l  (WAF) and secure v i r tua l  networks,  segmented subnets,  and 
v i r tua l  network inter face cards with Network Secur i ty  Groups (NSGs).  An extensive set  of 
VM SKUs prov ide support  for  encrypted network t raff ic .

• Identity Management:  Integrat ing with Microsoft  Entra ID to implement ro le-based 
access contro ls (RBAC) and mult i - factor authent icat ion (MFA).  Leverage Azure Managed 
Ident i t ies to a l low RBAC to be appl ied to L inux VMs.

Compute

When deploy ing L inux on Azure,  se lect ing the appropr iate comput ing resources is  crucia l  for 
ensur ing per formance and secur i ty.  Key considerat ions inc lude us ing conf ident ia l  comput ing, 
choosing the proper VM generat ion and Azure VM fami ly  type based on the work load prof i le , 
and implement ing Secure Boot and Trusted Launch VMs. This sect ion wi l l  explore how to 
make informed decis ions regarding L inux OS distr ibut ion se lect ions,  VM image se lect ion 
and creat ion,  and proper deployment techniques with in a DevOps f ramework.  By address ing 
these aspects,  organizat ions can opt imize the i r  comput ing env i ronment for  eff ic iency and 
secur i ty.

Confidential  Computing:  Severa l  crucia l  aspects must be considered to ensure secure and 
effect ive deployment when implement ing Azure VMs us ing conf ident ia l  comput ing.  These 
inc lude se lect ing Generat ion 2 v i r tua l  machines,  conf igur ing Secure Boot,  enabl ing the v i r tua l 
Trusted Plat form Module (vTPM) serv ice,  and us ing a L inux OS distr ibut ion image enabled for 
conf ident ia l  comput ing.

Generat ion 2 Virtual  Machines: Generat ion 2 VMs offer  advanced features essent ia l  for 
conf ident ia l  comput ing,  such as improved secur i ty,  increased performance, and support 
for  larger VM s izes.  When select ing VMs for  conf ident ia l  comput ing,  i t  is  cr i t ica l  to choose 
Generat ion 2 VMs as they support  Secure Boot and vTPM, which are necessary for  creat ing a 
secure execut ion env i ronment.

http://www.solliance.net
https://learn.microsoft.com/azure/security/fundamentals/iaas
https://learn.microsoft.com/azure/security/fundamentals/network-best-practices
https://learn.microsoft.com/azure/virtual-network/virtual-network-encryption-overview
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Secure Boot:  Secure Boot is  a secur i ty  standard developed to ensure that  a dev ice boots 
us ing only software t rusted by the Or ig ina l  Equipment Manufacturer  (OEM).  Enabl ing Secure 
Boot is  v i ta l  when conf igur ing conf ident ia l  VMs in Azure,  as i t  he lps prevent unauthor ized 
software and malware f rom loading dur ing the boot process.  Secure Boot checks the d ig i ta l 
s ignatures of  a l l  boot components,  ensur ing that  only approved software is  executed.

Virtual  Trusted Platform Module (vTPM):  The vTPM serv ice is  essent ia l  for  conf ident ia l 
comput ing,  prov id ing hardware-based secur i ty  funct ions.  A TPM chip stores cryptographic 
keys secure ly and performs cryptographic operat ions.  Enabl ing vTPM on Azure VMs 
enhances secur i ty  by ensur ing that  sensi t ive data,  such as encrypt ion keys,  is  stored 
secure ly and can only be accessed by author ized software.  This adds an extra layer of 
protect ion against  at tacks and unauthor ized access.

Supported Operat ing Systems:  When deploy ing VMs for  conf ident ia l  comput ing,  i t  is  crucia l 
to use an OS distr ibut ion that  supports these advanced secur i ty  features.  Not a l l  L inux 
d ist r ibut ions are compat ib le wi th conf ident ia l  comput ing,  so se lect ing a supported OS is 
essent ia l .  Commonly supported distr ibut ions inc lude speci f ic  vers ions of  Ubuntu,  SUSE, and 
Red Hat Enterpr ise L inux (RHEL) enabled for  conf ident ia l  comput ing.  These distr ibut ions 
are opt imized to work seamless ly wi th Generat ion 2 VMs, Secure Boot,  and vTPM secur i ty 
features.

Trusted Launch:  Trusted Launch is  an Azure feature that  enhances the secur i ty  of  VMs by 
prov id ing cont inuous monitor ing and assessment of  the VM’s secur i ty  posture.  I t  ensures that 
VMs are not tampered with by va l idat ing the boot process,  per forming integr i ty  checks,  and 
enforc ing secur i ty  pol ic ies.  Trusted Launch leverages both Secure Boot and vTPM to offer  a 
comprehensive secur i ty  so lut ion,  ensur ing the conf ident ia l  comput ing env i ronment remains 
secure throughout i ts  l i fecycle.

AMD EPYC™-based Azure Virtual  Machines

The AMD EPYC™ ser ies supports conf ident ia l  comput ing in Azure,  offer ing advanced secur i ty 
features and h igh-performance capabi l i t ies ta i lored to meet the needs of  modern c loud 
env i ronments.  Azure conf ident ia l  VMs leverage these processors to prov ide a secure enclave 
where data can be processed whi le remain ing encrypted. This is  a s igni f icant advancement 
over v i r tua l  machines (VMs),  which do not inherent ly  offer  the same leve l  of  protect ion for 
data in use.

AMD-based conf ident ia l  VMs, such as the DCasv5 and ECasv5-ser ies,  are speci f ica l ly 
designed to ut i l ize AMD Secure Encrypted V i r tua l izat ion-Secure Nested Paging (SEV-
SNP) technology.  These VM s izes come with addi t ional  secur i ty  features l ike v i r tua l 
Trusted Plat form Module (vTPM) and Secure Boot,  which ensure that  data is  protected 
f rom unauthor ized access even dur ing processing.  This leve l  of  secur i ty  is  cr i t ica l  for 
organizat ions handl ing sensi t ive in format ion and needing to comply wi th str ingent secur i ty 
and regulatory requirements.

http://www.solliance.net
https://www.amd.com/processors/epyc-microsoft-azure
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In  contrast ,  whi le st i l l  o ffer ing robust secur i ty  measures,  Azure VM s izes do not prov ide the 
same guarantees for  data conf ident ia l i ty  dur ing computat ion.  They are designed for  genera l-
purpose work loads and do not inc lude the specia l ized hardware-based secur i ty  features that 
conf ident ia l  comput ing VMs offer.  This makes them less sui table for  work loads requir ing h igh 
data protect ion dur ing processing.

The di fferences between conf ident ia l  comput ing VM s izes and regular  VM s izes can be 
summar ized as fo l lows:

• Security Features:  Azure Conf ident ia l  VMs inc lude SEV-SNP, vTPM, and Secure Boot, 
whi le Azure VMs do not.

• Use Cases:  Conf ident ia l  VMs are ideal  for  work loads involv ing sensi t ive data and 
requir ing h igh leve ls of  data protect ion,  whi le Azure VMs are su i table for  genera l-purpose 
comput ing.

• Performance:  Azure VM types leverage the h igh per formance of  AMD EPYC™ processors, 
but conf ident ia l  VMs are opt imized for  secur i ty  a longside per formance.

Azure Virtual  Machine types: Azure offers a d iverse range of  VM types ta i lored to meet the 
unique demands of  var ious work loads. Each VM type has speci f ic  features and performance 
character ist ics,  making i t  su i table for  d i fferent use cases,  f rom entry- leve l  appl icat ions to 
h igh-performance comput ing and conf ident ia l  data processing. 
Table 2 – Azure V i r tua l  Machine types,  h ighl ight  key features and example use cases to guide 
you in se lect ing the best VM type for  your speci f ic  requi rements.

Type Descript ion

Genera l  purpose
Balanced CPU-to-memory rat io.  Ideal  for  test ing and development,  burstable work loads, smal l  to 
medium databases,  and low to medium traff ic  web servers.

Compute opt imized
High CPU-to-memory rat io.  Good for  medium traff ic  web servers,  network appl iances,  batch 
processes,  and appl icat ion servers.

Memory opt imized
High memory-to-CPU rat io.  Great for  re lat ional  database servers,  medium to large caches, and in-
memory analyt ics.

Storage opt imized
High disk throughput and IO ideal  for  Big Data,  SQL, NoSQL databases,  data warehousing and large 
t ransact ional  databases.

GPU
Specia l ized v i r tua l  machines targeted for  heavy graphic render ing and v ideo edi t ing,  as wel l  as AI 
model  t ra in ing and inferencing (ND) wi th deep learn ing.  Avai lable wi th s ingle or  mult ip le GPUs.

High performance 
comput ing

Fastest  and most powerfu l  CPU v i r tua l  machines with opt ional  h igh-throughput network 
inter faces (RDMA).

Table 2 – Azure Virtual  Machine types

http://www.solliance.net
https://learn.microsoft.com/en-us/azure/virtual-machines/sizes-general
https://learn.microsoft.com/en-us/azure/virtual-machines/sizes-compute
https://learn.microsoft.com/en-us/azure/virtual-machines/sizes-memory
https://learn.microsoft.com/en-us/azure/virtual-machines/sizes-memory
https://learn.microsoft.com/en-us/azure/virtual-machines/sizes-storage
https://learn.microsoft.com/en-us/azure/virtual-machines/sizes-storage
https://learn.microsoft.com/en-us/azure/virtual-machines/sizes-gpu
https://learn.microsoft.com/en-us/azure/virtual-machines/sizes-hpc
https://learn.microsoft.com/en-us/azure/virtual-machines/sizes-hpc
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Figure 4 – V irtual  Machine selector tool

Microsoft  prov ides a V i r tua l  Machine se lector tool  to help customers determine which fami ly 
of  VMs is best for  the i r  use case. F igure 4 – V i r tua l  Machine se lector tool ,  shows the tool 
wi th the endorsed L inux d ist r ibut ions found in the Azure Marketplace.

AMD EPYC™ confidential  computing VM options:  These AMD EPYC™ processors are 
speci f ica l ly  designed to meet the demanding secur i ty  and performance requirements of 
conf ident ia l  comput ing work loads in Azure.

Table 3 – AMD EPYC™ Confidential  Computing VM Sizes

Azure VM Name Processor Name Workload Types

DCasv5-ser ies
3rd Gen AMD 
EPYC™ 7763v

Genera l  purpose CVM with remote storage. No local  temporary d isk.

DCadsv5-ser ies
3rd Gen AMD 
EPYC™ 7763v

Genera l  purpose CVM with local  temporary d isk.

ECasv5-ser ies
3rd Gen AMD 
EPYC™ 7763v

Memory-opt imized CVM with remote storage. No local  temporary d isk.

ECadsv5-ser ies
3rd Gen AMD 
EPYC™ 7763v

Memory-opt imized CVM with local  temporary d isk.

http://www.solliance.net
https://azure.microsoft.com/pricing/vm-selector/
https://learn.microsoft.com/azure/virtual-machines/dcasv5-dcadsv5-series
https://learn.microsoft.com/en-us/azure/virtual-machines/sizes/general-purpose/dcadsv5-series?tabs=sizebasic
https://learn.microsoft.com/azure/virtual-machines/ecasv5-ecadsv5-series
https://learn.microsoft.com/azure/virtual-machines/ecasv5-ecadsv5-series
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AMD EPYC™ VM options:  Table 4 – AMD EPYC™ VM Sizes are some opt ions designed 
to meet Azure work loads’ demanding secur i ty  and performance requirements.  A l l  these 
conf igurat ions support  L inux.  A l l  VM s izes are compat ib le wi th Azure VM secur i ty  features 
except those speci f ica l ly  designed for  conf ident ia l  comput ing.

VM Series Processor Name Workload Types Detai ls

Basv2-ser ies
3rd Gen AMD 
EPYC™ 7763v

Burstable
Burstable genera l-purpose work loads with long per iods 
of  id le t ime ut i l iz ing a CPU credi t  model .

Dasv6 and Dadsv6-
ser ies

4th Gen 
EPYC™ 9004v

Genera l  Purpose

Genera l-purpose, enterpr ise appl icat ions.  Genera l 
comput ing work loads, such as e-commerce systems, 
web f ront ends, desktop v i r tua l izat ion solut ions, 
customer re lat ionship management appl icat ions,  entry-
leve l  and mid-range databases,  and appl icat ion servers.

Dalsv6 and Daldsv6-
ser ies

4th Gen 
EPYC™ 9004v

Genera l  Purpose

Genera l-purpose, enterpr ise appl icat ions.  Opt imized 
for  work loads that  requi re less RAM per vCPU than 
standard VM s izes.  Best for  running non-memory 
intensive appl icat ions,  inc luding web servers,  gaming, 
v ideo encoding, AI/ML, and batch processing.  OS 
images that  are tagged with NVMe support .

Fa lsv6,  Fasv6, and 
Famsv6-ser ies

4th Gen 
EPYC™ 9004v

Compute Opt imized

Opt imized for  sc ient i f ic  s imulat ions,  f inancia l  and r isk 
analys is,  gaming, render ing and other work loads able 
to take advantage of  the except ional  per formance 
Conf igured without Simultaneous Mult i threading (SMT), 
meaning a vCPU is mapped to a fu l l  phys ica l  core, 
a l lowing software processes to run on dedicated and 
uncontested resources.

NCads H100 v5-
ser ies

4th Gen AMD 
EPYC™ 9V33X

GPU-Accelerated

Designed for  rea l-wor ld Azure Appl ied AI  t ra in ing and 
batch inference work loads. Powered by 4th-generat ion 
AMD EPYC™ 9V33X processors wi th NVIDIA H100 NVL 
GPUs. Ideal  for  Appl ied AI  work loads, such as:  GPU-
accelerated analyt ics and databases,  Batch inferencing 
with heavy pre-and post-processing,  Autonomy model 
t ra in ing,  Oi l  and gas reservoi r  s imulat ion,  Machine 
learn ing (ML) development,  V ideo processing,  and AI/ML 
web serv ices.

NC A100 v4-ser ies
AMD EPYC™ 7763v 
Ser ies

GPU-Accelerated

Designed for  rea l-wor ld Azure Appl ied AI  t ra in ing and 
batch inference work loads. Powered by AMD EPYC™ 
7763v processors us ing NVIDIA A100 PCIe GPU. Ideal 
for  rea l-wor ld Appl ied AI  work loads, such as:  GPU-
accelerated analyt ics and databases,  Batch inferencing 
with heavy pre- and post-processing,  Autonomy model 
t ra in ing,  Oi l  and gas reservoi r  s imulat ion,  Machine 
learn ing (ML) development,  V ideo processing,  and AI/ML 
web serv ices.

HX-ser ies AMD EPYC™ 9V33X
High Performance 
Compute

HX-ser ies VMs are opt imized for  work loads that  requi re 
s igni f icant memory capaci ty wi th twice the memory 
capaci ty as HBv4. For example,  work loads such as 
s i l icon design can use HX-ser ies VMs to enable EDA 
customers target ing the most advanced manufactur ing 
processes to run the i r  most memory- intensive 
work loads.

Table 4 – AMD EPYC™ VM Sizes

http://www.solliance.net
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Linux distr ibut ions supported on Azure

Al l  L inux d ist r ibut ions (d ist ros)  are welcome in Azure.  There are severa l  d i f ferent L inux VM 
images avai lable for  Azure.  Each source prov ides a d i fferent expectat ion for  qual i ty,  ut i l i ty, 
and support .  Image support  comes f rom Marketplace, Platform,  and Community gal lery 
images.

Azure requires that  the publ ishers of  the endorsed L inux d ist r ibut ions regular ly  update the i r 
p lat form images in Azure Marketplace with the latest  patches and secur i ty  f ixes at  a quarter ly 
or  faster  cadence. Updated images in the Marketplace are avai lable automat ica l ly  to 
customers as new vers ions of  an image SKU. Learn how to f ind L inux images us ing the Azure 
CLI  in the Azure Marketplace.

The Azure L inux Agent is  a l ready pre insta l led on Azure Marketplace images and is  typ ica l ly 
ava i lab le f rom the d ist r ibut ion package reposi tory.  Customers can integrate the L inux agent 
into custom images; the source code can be found on GitHub. The L inux Integrat ion Serv ices 
(L IS)  dr ivers for  Hyper-V and Azure a lso contr ibute d i rect ly  to the upstream Linux kernel .

Marketplace images:  Images publ ished and mainta ined by e i ther Microsoft  or  partners. 
Mult ip le publ ishers offer  images for  var ious use cases (secur i ty-hardened, fu l l  database/
appl icat ion stack,  etc. ) .  They can be f ree,  pay-as-you-go, or  BYOL (br ing your own l icense/
subscr ipt ion) .

L inux d ist r ibut ions such as Rocky,  A lmaLinux,  Kal i ,  and others are avai lable in Azure 
Marketplace.  Microsoft  ass ists wi th these d ist r ibut ions but may require customers to 
engage with vendors to a l low col laborat ion between organizat ions.  Vendors must prov ide 
d ist r ibut ion-speci f ic  f ixes.  For more informat ion about support  f rom Microsoft  Azure on us ing 
L inux,  see th is art ic le.

Platform Images: Plat form images are Marketplace images for  which Microsoft  has 
partnered with severa l  mainstream publ ishers (see table below about Partners)  to create a 
set  of  “p lat form images” that  undergo addi t ional  test ing and receive predictable updates. 
These plat form images can be used to bui ld custom images and solut ion stacks.  They are 
publ ished by the endorsed L inux d ist r ibut ion partners Canonica l  (Ubuntu) ,  Red Hat (RHEL), 
and Credat iv  (Debian) .  Some of  the images have Azure-tuned Kernels. 

Microsoft  prov ides commercia l ly  reasonable customer support  for  these images. Red Hat, 
Canonica l ,  and SUSE offer  integrated vendor support  capabi l i t ies for  the i r  p lat form images.

AMD Azure Confidential  Computing VM

Plat form images have been publ ished for  use with Conf ident ia l  Comput ing VMs. Table 5 
-  AMD Conf ident ia l  VM Linux OS l is ts the d ist ros avai lable for  seamless deployment and 
support .

Table 5 – AMD Confidential  VM Linux OS

Linux Distr ibut ion OS Version

Ubuntu 20.04 LTS |  22.04 LTS |  24.04 LTS

RedHat Enterprise Linux 9.3

SUSE Enterprise Linux 15 SP5 and 15 SP5 for  SAP (Tech Prev iew)

http://www.solliance.net
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Community gal lery images:  Opensource pro jects,  communit ies,  and teams create and 
prov ide these images. They are prov ided us ing l icensing terms set out by the publ isher, 
of ten under an open source l icense. They do not appear as t radi t ional  marketplace l is t ings. 
However,  they do appear on the porta l  and v ia command- l ine tools.  More informat ion on 
community gal ler ies can be found here:  Azure Compute Gal lery.

Microsoft  prov ides commercia l ly  reasonable support  for  Community Gal lery images.

Custom Images:  Azure a lso supports uploading your own images for  use on the p lat form. 
The customer creates and mainta ins these images, of ten based on plat form images. These 
images can a lso be made f rom scratch and uploaded to Azure—learn how to create custom 
images. Customers can host these images in Azure Compute Gal lery and share them with 
others in the i r  organizat ion.  Microsoft  prov ides commercia l ly  reasonable customer support 
for  custom images.

When deploy ing L inux VMs, tools l ike Packer and Azure Images streaml ine the creat ion and 
management of  VM images, ensur ing consistency and repeatabi l i ty  across deployments. 
Integrat ing image scanning and secure supply chain reposi tor ies into your DevOps processes 
helps ident i fy  vu lnerabi l i t ies and mainta in the integr i ty  of  your images, ensur ing that  only 
secure and compl iant  images are deployed. 

Azure now has a serv ice cal led Azure Image Bui lder for  def in ing and creat ing custom images. 
Azure Image Bui lder is  bui l t  on Packer,  a l lowing ex ist ing Packer shel l  prov is ioner scr ipts to 
be used. To start  wi th Azure Image Bui lder,  see Create a L inux VM with Azure Image Bui lder.

Deploying Linux VMs using Infrastructure as Code ( IaC)

Deploy ing L inux v i r tua l  machines (VMs) in Azure can be eff ic ient ly  managed us ing DevOps 
tools such as Azure Bicep, Terraform, Azure CLI ,  and PowerShel l .  In f rastructure as Code 
( IaC) tools are cr i t ica l  for  secure deployments in Azure because they enable consistent, 
repeatable,  and automated resource prov is ion ing.  They ensure that  secur i ty  best pract ices, 
such as ro le-based access contro l ,  encrypt ion,  and network conf igurat ions,  are appl ied 
uni formly across a l l  env i ronments,  reducing the r isk of  misconf igurat ions and human error.

These tools enable the automat ion of  deployment processes,  ensur ing consistency, 
repeatabi l i ty,  and eff ic iency in managing L inux VMs in Azure.  By integrat ing these DevOps 
tools into your CI/CD pipel ines,  customers can achieve cont inuous deployment and 
inf rastructure management,  s ign i f icant ly  enhancing operat ional  agi l i ty  and min imiz ing manual 
intervent ion.

Bicep: Bicep, a domain-speci f ic  language (DSL) that  uses declarat ive syntax to deploy 
Azure resources.  In a Bicep f i le ,  the desi red inf rastructure is  def ined, and the f i le  is  used 
throughout the development l i fecycle to deploy in f rastructure repeatedly.  Resources are 
deployed consistent ly.

Bicep prov ides concise syntax,  re l iab le type safety,  and support  for  code reuse, offer ing a 
f i rst-c lass author ing exper ience for  in f rastructure-as-code solut ions in Azure. 

One advantage of  Bicep is  that  i t  immediate ly supports a l l  resource types and API vers ions. 
This inc ludes a l l  prev iew and GA vers ions for  Azure serv ices.  When a resource prov ider 
int roduces new resource types and API vers ions,  they can be used in a Bicep f i le  wi thout 
wai t ing for  tools to be updated before ut i l iz ing the new serv ices.
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Terraform using the Azure providers:  Terraform, an IaC tool  by HashiCorp, prov ides a 
consistent CLI  workf low for  managing and prov is ion ing inf rastructure us ing conf igurat ion 
f i les.  This makes i t  possib le to vers ion contro l  and automate deployments across d i fferent 
Azure deployments,  env i ronments,  or  subscr ipt ions.  Terraform has prov iders for  Azure 
Resource Manager (ARM),  AzureAD (Entra ID) ,  and di rect ly  to the Azure ARM API.  DevOps 
conf igurat ions can a lso be mainta ined us ing Azure DevOps and GitHub Prov iders.

Azure Command Line Tools:  The Azure CLI  is  a command- l ine tool  that  a l lows for  seamless 
scr ipt ing and automat ion of  Azure resources.  At  the same t ime, Azure PowerShel l ,  wi th i ts 
extensive cmdlet  l ibrary,  prov ides a robust scr ipt ing env i ronment for  managing and deploy ing 
Azure inf rastructure.  Both tools are cross-plat form, br inging advanced scr ipt ing capabi l i t ies 
for  prov is ion ing and managing Azure resources on Windows, macOS, and L inux.

Cloud-init  for Linux VMs: Cloud- in i t  is  a widely used approach to customize L inux VM as 
i t  boots for  the f i rst  t ime. Cloud- in i t  can be used to insta l l  packages and wr i te f i les or  to 
conf igure users and secur i ty.  As c loud- in i t  runs dur ing the in i t ia l  boot process,  there are no 
addi t ional  steps or requi red agents to apply your conf igurat ion.

Cloud- in i t  a lso works across d ist r ibut ions.  For example,  there’s no need to use apt-get insta l l 
or  yum insta l l  to insta l l  a package. Instead, a l is t  of  packages can be def ined for  insta l lat ion. 
Cloud- in i t  automat ica l ly  uses the nat ive package management tool  for  the d ist ro you se lect . 
Review th is art ic le for  more informat ion about us ing c loud- in i t  wi th L inux VMs on Azure.

Storage

Using Azure Disk Storage with L inux VMs involves severa l  v i ta l  pract ices to ensure secur i ty, 
eff ic iency,  and re l iab i l i ty.  Managed disks in Azure prov ide a scalable and secure storage 
solut ion,  abstract ing the complex i t ies of  storage management whi le offer ing h igh avai labi l i ty 
and durabi l i ty.  Secur ing access to these d isks and encrypt ion are pract ica l  tools for  bui ld ing 
secure L inux VMs. Together,  these pract ices form a comprehensive approach to managing 
Azure Disk Storage with L inux VMs, enhancing secur i ty  and operat ional  eff ic iency.

Azure Disk Storage

Azure Disk Storage are b lock- leve l  storage volumes managed by Azure and used with Azure 
V i r tua l  Machines.  They are l ike physica l  d isks in an on-premises server but v i r tua l ized. W ith 
managed disks,  only the d isk s ize and type are required to be prov is ioned. Once the d isk 
is  prov is ioned, Azure handles the rest .  The avai lable d isks are Ul t ra Disks,  Premium SSDs, 
standard SSDs, and Standard HDDs. F igure 5 – Select ing Azure Manage Disks Storage 
shows a se lect ion process that  can be used to se lect  the proper types of  d isks for  L inux 
deployments on Azure.  Addi t ional ly,  th is art ic le prov ides informat ion about each disk type.
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Figure 5 – Select ing Azure Manage Disks

Securing access to Azure Disk Storage

Secur ing access to these d isks is  crucia l ;  implement ing Azure ro le-based access contro l 
(Azure RBAC) and leveraging Entra ID ensures that  only author ized users and serv ices can 
interact wi th the storage resources—speci f ic  permiss ions for  a managed disk to one or 
more users.  Managed disks expose var ious operat ions,  inc luding reading, wr i t ing (create/
updat ing) ,  de let ing,  and retr iev ing a shared access s ignature (SAS) URI for  the d isk. 
Access can be granted only to the operat ions required for  a person to per form thei r  job. 
For example,  i f  the intent is  to prevent a person f rom copying a managed disk to a storage 
account,  access to the export  act ion for  that  managed disk can be withheld.  S imi lar ly,  i f 
copying a managed disk us ing a SAS URI should be restr icted, that  permiss ion can be 
omit ted f rom the managed disk access.

Private Links:  Pr ivate L inks support  for  managed disks can be used to import  or  export  a 
managed disk internal  to the network.  This restr icts the export  and import  of  managed disks 
only wi th in an Azure v i r tua l  network.  Pr ivate L inks a l lows you to ensure your data only t rave ls 
wi th in the secure Microsoft  backbone network.

Pr ivate L inks a l low for  generat ing a t ime-bound Shared Access Signature (SAS) URI for 
unattached managed disks and snapshots.  This URI can export  the data to other regions for 
regional  expansion,  d isaster  recovery,  and forensic analys is.  The SAS URI can a lso be used 
to d i rect ly  upload a VHD to an empty d isk f rom on-premises. 

To enable pr ivate l inks to import  or  export  a managed disk,  see the CLI  or  Porta l  ar t ic les.
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Disk Encryption

Encrypt ion is  another v i ta l  aspect.  Azure offers server-s ide encrypt ion with p lat form-managed 
keys and customer-managed keys,  ensur ing data at  rest  is  protected against  unauthor ized 
access.  Managed disks offer  two di fferent k inds of  encrypt ion.  The f i rst  is  server-s ide 
encrypt ion (SSE),  which is  per formed by the storage serv ice.  The second is Azure Disk 
Encrypt ion (ADE),  which you can enable on the OS and data d isks for  your VMs.

Server-side encryption:  Server-s ide encrypt ion prov ides encrypt ion-at-rest  and safeguards 
data to meet organizat ional  secur i ty  and compl iance commitments.  I t  is  enabled by defaul t 
for  a l l  managed disks,  snapshots,  and images in a l l  the Azure regions where managed 
disks are avai lable.  On the other hand, temporary d isks are not encrypted by server-s ide 
encrypt ion unless you enable encrypt ion at  the host.

Azure can manage keys automat ica l ly,  which are p lat form-managed keys,  or  manual ly 
manage the keys,  which are customer-managed. V is i t  the Server-s ide encrypt ion of  Azure 
Disk Storage art ic le for  deta i ls .

Azure Disk Encryption:  Azure Disk Encrypt ion encrypts the OS and data d isks that  an IaaS 
V i r tua l  Machine uses.  This encrypt ion inc ludes managed disks.  For L inux,  the d isks are 
encrypted us ing the DM-Crypt technology.  The encrypt ion process is  integrated with Azure 
Key Vaul t  to a l low you to contro l  and manage the d isk encrypt ion keys.  For more informat ion, 
see Azure Disk Encrypt ion for  L inux VMs.

Networking

Secur ing L inux VMs in Azure involves implement ing a comprehensive v i r tua l  network (VNet ) 
secur i ty  st rategy us ing var ious Azure serv ices and tools.  Key components inc lude Azure 
Bast ion,  Azure F i rewal l ,  Azure DDoS Protect ion,  Azure Pr ivate L ink,  Azure Front Door wi th 
Web Appl icat ion F i rewal l  (WAF),  and Network Secur i ty  Groups (NSGs).  Addi t ional ly,  the 
internal  f i rewal l  on the L inux OS should be conf igured as part  of  the defense- in-depth 
strategy.

These network ing technologies col lect ive ly enhance the secur i ty  posture of  L inux VMs in 
Azure by prov id ing robust contro ls and protect ions against  var ious network-based threats 
and vulnerabi l i t ies.  Table 6 – Azure Network ing Secur i ty  for  L inux prov ides a consol idated 
v iew of  the network ing secur i ty  features avai lable to Plat form engineers.
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Table 6 – Azure Networking Security for Linux

Name Deployment Purpose

Azure Bast ion Regional ,  VNet
Prov ides secure and seamless RDP and SSH access to VMs without exposing 
them to the publ ic internet.

Azure DDoS 
Protect ion

Global
Protects Azure resources f rom Distr ibuted Denia l  of  Serv ice (DDoS) at tacks with 
automat ic network t raff ic  moni tor ing and mit igat ion.

Azure F i rewal l Global ,  Regional
Prov ides a managed, c loud-based network secur i ty  serv ice to protect Azure 
V i r tua l  Network resources with h igh avai labi l i ty  and scalabi l i ty.

Thi rd-party Network 
V i r tua l  Appl iance 
F i rewal ls

Regional
Deployed as VMs into v i r tua l  network or into Azure V i r tua l  WAN. These devices 
prov ide f i rewal l  serv ices that  match on-premises f i rewal l  deployments and 
management software.  These are deployed us ing the Azure Marketplace.

Azure Front Door 
wi th Web Appl icat ion 
F i rewal l  (WAF)

Global
Prov ides g lobal  load balancing and web appl icat ion accelerat ion,  wi th bui l t - in 
secur i ty  features l ike Web Appl icat ion F i rewal l  (WAF) to protect against  web 
vulnerabi l i t ies.

Azure Pr ivate L ink Regional ,  VNet
Enables pr ivate connect iv i ty  f rom a v i r tua l  network to Azure serv ices, 
e l iminat ing data exposure to the publ ic internet.

Network Secur i ty 
Groups (NSG)

Regional ,  VNet
F i l ters network t raff ic  to and f rom Azure resources,  contro l l ing inbound and 
outbound traff ic  based on secur i ty  ru les.

Azure Bastion

Azure Bast ion is  a fu l ly  managed PaaS serv ice that  is  prov is ioned to connect to VMs secure ly 
v ia a pr ivate IP address.  I t  prov ides secure and seamless RDP/SSH connect iv i ty  to VMs 
di rect ly  over TLS f rom the Azure porta l  or  v ia the nat ive SSH or RDP cl ient  insta l led on a 
local  computer.  When connect ing v ia Azure Bast ion,  VMs don’t  need a publ ic IP address, 
agent,  or  specia l  c l ient  sof tware.

Bast ion prov ides secure RDP and SSH connect iv i ty  to a l l  the VMs in the v i r tua l  network for 
which i t ’s  prov is ioned. Azure Bast ion protects VMs f rom exposing RDP/SSH ports to the 
outs ide wor ld whi le prov id ing secure access us ing RDP/SSH.

Azure DDoS Protection

Azure DDoS Protect ion safeguards resources f rom Distr ibuted Denia l  of  Serv ice (DDoS) 
at tacks through automat ic t raff ic  moni tor ing and mit igat ion.  Distr ibuted denia l  of  serv ice 
(DDoS) at tacks are some of  the most extensive avai labi l i ty  and secur i ty  concerns fac ing 
companies moving the i r  appl icat ions to the c loud. A DDoS attack attempts to exhaust an 
appl icat ion’s resources,  making the appl icat ion unavai lable to leg i t imate users.  DDoS attacks 
can be targeted at  any publ ic ly  reachable endpoint  through the internet.

These mit igat ion features defend against  DDoS attacks and are automat ica l ly  tuned to help 
protect speci f ic  Azure resources in a VNet.  Protect ion is  s imple to enable on any new or 
ex ist ing v i r tua l  network and requires no appl icat ion or resource changes.

Azure Firewal l

Azure F i rewal l  offers a managed, c loud-based secur i ty  serv ice that  protects VNet resources 
with h igh avai labi l i ty  and scalabi l i ty.  I t  is  a c loud-nat ive and inte l l igent network f i rewal l 
secur i ty  serv ice that  prov ides best-of-breed threat protect ion for  VMs and c loud work loads 
running in Azure.  I t ’s  a fu l ly  statefu l  f i rewal l  as a serv ice with bui l t - in h igh avai labi l i ty  and 
unrestr icted c loud scalabi l i ty.  I t  prov ides both east-west and north-south t raff ic  inspect ion.
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Azure Private Link

Azure Pr ivate L ink enables pr ivate connect iv i ty  f rom a VNet to Azure serv ices,  e l iminat ing 
exposure to the publ ic internet.  I t  a l lows access to Azure PaaS Serv ices such as Azure 
Storage and Azure PostgreSQL Database, as wel l  as Azure-hosted customer-owned/partner 
serv ices over a pr ivate endpoint  connected to a subnet wi th in the VNet. 

A pr ivate endpoint  is  a network inter face that  uses a pr ivate IP address f rom the VNet.  This 
network inter face connects pr ivate ly and secure ly to a serv ice powered by Azure Pr ivate 
L ink,  a l lowing you to br ing the serv ice into your v i r tua l  network through the pr ivate endpoint . 
By leveraging Azure Pr ivate L ink,  communicat ion occurs ent i re ly  wi th in the Azure network, 
ensur ing the t raff ic  stays pr ivate and secure without exposing the serv ice to the publ ic 
internet.

Azure Front Door

Azure Front Door is  Microsoft ’s modern c loud Content Del ivery Network (CDN) that  prov ides 
fast ,  re l iab le,  and secure access to users’  and appl icat ions’  stat ic and dynamic web content 
wor ldwide. Azure Front Door del ivers content us ing Microsoft ’s g lobal  edge network,  which 
has hundreds of  g lobal  and local  points of  presence (PoPs)  d ist r ibuted to enterpr ise and 
consumer end users.

Azure Web Appl icat ion F i rewal l  (WAF) on Azure Front Door prov ides centra l ized protect ion for 
web appl icat ions.  WAF defends web serv ices against  common explo i ts and vulnerabi l i t ies, 
ensur ing h igh avai labi l i ty  for  users and help ing meet compl iance requirements.

Azure Web Appl icat ion F i rewal l  on Azure Front Door is  a g lobal  and centra l ized solut ion.  I t ’s 
deployed on Azure network edge locat ions around the g lobe. WAF-enabled web appl icat ions 
inspect every incoming request del ivered by Azure Front Door at  the network edge.

A WAF prevents mal ic ious attacks c lose to the attack sources before they enter  a VNet.  This 
means customers get g lobal  protect ion at  scale wi thout sacr i f ic ing per formance. A WAF 
pol icy l inks to any Azure Front Door prof i le  in a subscr ipt ion.  New ru les can be deployed 
with in minutes,  enabl ing the abi l i ty  to respond quick ly to changing threat patterns.

WAF on Azure Front Door is  based on the Core Rule Set (CRS) f rom the Open Web 
Appl icat ion Secur i ty  Pro ject  (OWASP).

Network Security Groups (NSGs)

NSGs contro l  network t raff ic  to and f rom Azure resources at  regional  and v i r tua l  network 
leve ls,  enforc ing inbound and outbound traff ic  ru les based on SRE-def ined secur i ty  ru les. 
Each ru le can speci fy  f ive cr i t ica l  p ieces of  in format ion:  source IP address,  source port , 
dest inat ion IP address,  dest inat ion port ,  and protocol  (TCP or UDP).  Rules are ordered by 
pr ior i ty,  f rom 100 to 65500, which d ictates the sequence in which Azure evaluates packets. 
The lower the pr ior i ty  number,  the h igher the pr ior i ty,  meaning a ru le wi th a pr ior i ty  of  150 
would be assessed before a ru le wi th a pr ior i ty  of  250. Three defaul t  ru les are automat ica l ly 
appl ied:  a l lowing a l l  v i r tua l  network t raff ic ,  a l lowing Azure load balancer t raff ic ,  and denying 
a l l  t raff ic  in that  order.
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NSGs are statefu l ,  meaning a f low record is  created for  ex ist ing connect ions,  a l lowing or 
denying communicat ion based on the connect ion state.  For instance, i f  an outbound ru le 
permits t raff ic  over port  443 to any address,  there’s no need to create an inbound ru le for 
the return t raff ic .  S imi lar ly,  an outbound ru le isn’t  requi red for  responses i f  inbound traff ic  is 
a l lowed.

F igure 6 – NSG Rule Associat ions shows how ru les can be appl ied at  e i ther the subnet 
leve l  wi th in a VNet or  the v i r tua l  NIC leve l .  Subnet-based NSGs are evaluated when t raff ic 
enters or  ex i ts the VNet,  whi le NIC-based NSGs are evaluated as packets arr ive at  or  leave 
the VM NIC. The evaluat ion order depends on the t raff ic ’s or ig in.  For example,  t raff ic  f rom 
the internet to a VM is f i rst  eva luated at  the subnet leve l  as i t  enters the VNet before being 
checked against  the NIC- leve l  NSG. However,  t raff ic  between two VMs on the same subnet is 
only evaluated at  the NIC leve l  s ince i t  doesn’t  cross a subnet boundary.

Linux OS Firewal l

Secur ing the internal  f i rewal l  on L inux VMs in Azure involves conf igur ing the operat ing 
system’s f i rewal l  to enforce str ict  inbound and outbound traff ic  ru les,  a l lowing only necessary 
ports and serv ices whi le b locking a l l  other t raff ic  by defaul t .  Layer ing th is protect ion with 
Azure’s network secur i ty  features,  such as Network Secur i ty  Groups (NSGs),  prov ides a 
defense- in-depth approach.

Identity

A common chal lenge for  P lat form engineers is  managing the secrets,  credent ia ls,  cert i f icates, 
and keys used to secure communicat ion between serv ices.  Managed Ident i t ies e l iminate the 
need to manage these credent ia ls.

Whi le Plat form engineers can secure ly store the secrets in Azure Key Vaul t ,  serv ices need 
a way to access them. Managed ident i t ies prov ide an automat ic ident i ty  in Microsoft 
Entra ID for  L inux VMs to use when connect ing to resources that  support  Microsoft  Entra 
authent icat ion.  L inux VMs can use managed ident i t ies to obta in Microsoft  Entra tokens 
without hav ing to manage any credent ia ls.

Figure 6 – NSG Rule Associat ions
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Thus, each L inux VM deployed can be conf igured to have a unique Managed Ident i ty,  which 
can be ass igned RBAC r ights to these credent ia ls.  The Entra ID and Key Vaul t  integrat ion 
enhances secur i ty  by managing ident i t ies and encrypt ing keys and secrets.  A l ign ing with 
regulatory standards,  Azure’s strategic investments in in f rastructure and partnerships 
showcase i ts  commitment to opt imiz ing and secur ing L inux solut ions on i ts  c loud plat form.

SSH Authenticat ion with Microsoft  Entra ID:  The Secure Shel l  (SSH) protocol  encrypts 
network ing serv ices on an unsecured network.  SSH replaces the Telnet  protocol ,  which 
doesn’t  prov ide encrypt ion in an unsecured network.

Microsoft  Entra ID prov ides a VM extension for  L inux-based systems that run on Azure and a 
c l ient  extension that  integrates wi th the Azure CLI  and the OpenSSH cl ient .

You can use SSH authent icat ion with Entra ID when:

• Work ing with L inux-based VMs that requi re remote command- l ine s ign- in.

• Running remote commands in L inux-based systems.

• Secure ly t ransferr ing f i les in an unsecured network.

Using SSH with Entra ID a l lows for  mult i - factor authent icat ion and the appl icat ion of 
condi t ional  access pol ic ies.  This removes the need to use passwords when connect ing to 
L inux VMs in Azure and enforces the best pract ice of  hav ing centra l ly  stored credent ia ls. 
Review th is art ic le to learn more about us ing Entra ID for  SSH.

Using Entra ID with PostgreSQL Authenticat ion:  Integrat ing Entra ID with PostgreSQL 
offers a h ighly secure and manageable authent icat ion mechanism. This approach removes 
the need to manage indiv idual  PostgreSQL user credent ia ls by a l lowing users to authent icate 
wi th the i r  Entra ID credent ia ls.  This integrat ion prov ides severa l  key benef i ts :

• Central ized Identity Management:  Entra ID prov ides a centra l ized plat form for 
managing users,  ro les,  and access permiss ions across your organizat ion.  When used with 
PostgreSQL, database access is  governed through the same di rectory serv ice used for 
other appl icat ions,  ensur ing consistent secur i ty  pol ic ies.

• Enhanced Security:  Entra ID authent icat ion supports advanced features such as Mult i -
Factor Authent icat ion (MFA),  Condi t ional  Access pol ic ies,  and ident i ty  protect ion.  These 
features help mit igate r isks l ike password breaches by ensur ing that  only author ized users 
can access the database through secure,  mult i - layered protect ion mechanisms.

• Simpl i f ied User Management:  Entra ID enables Role-Based Access Contro l  (RBAC) to 
PostgreSQL, a l lowing administrators to manage permiss ions at  scale.  User ro les and 
access can be ass igned based on the i r  organizat ional  group or job funct ion,  reducing the 
overhead of  managing indiv idual  database accounts.

• E l iminat ing Password Management:  Entra ID removes the need for  database-speci f ic 
passwords,  which can be chal lenging to manage and prone to secur i ty  r isks.  Entra ID 
authent icat ion ensures access is  contro l led and monitored by your d i rectory serv ice, 
enforc ing password complex i ty,  expi rat ion,  and other secur i ty  pol ic ies.

Organizat ions can streaml ine the i r  ident i ty  management pract ices,  enforce robust secur i ty 
protocols,  and reduce the r isks associated with t radi t ional  database authent icat ion methods 
by adopt ing Entra ID for  PostgreSQL authent icat ion.
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Security Operations Management support for 
Linux on Azure
Once Plat form engineers have conf igured and deployed L inux VMs into a VNet,  they must 
operate and mainta in a secure and compl iant  env i ronment.  Azure Monitor  Agent,  VM Ins ights, 
Update Management,  Azure Pol icy,  and Log Management are advanced tools that  fac i l i tate 
eff ic ient  operat ions and ensure systems remain secure and compl iant .

Azure Monitor Agent
Azure Monitor  Agent (AMA) col lects moni tor ing data f rom the guest operat ing system of 
Azure and hybr id v i r tua l  machines and del ivers i t  to Azure Monitor  for  use by features, 
ins ights,  and other serv ices,  such as Microsoft  Sent ine l  and Microsoft  Defender for  Cloud. 
The monitor  agent is  supported on L inux VMs and appl iances that  run L inux,  such as routers 
and th i rd-party f i rewal ls .

Running as an Azure VM extension on L inux,  the agent is  s imple to insta l l  and conf igure.

VM Insights

VM Ins ights prov ides a quick and easy method to monitor  work loads on L inux VMs. I t 
d isplays an inventory of  your ex ist ing VMs and prov ides a guided exper ience to enable base 
monitor ing for  them. I t  a lso monitors VMs’ per formance by col lect ing data on the i r  running 
processes and dependencies on other resources.

Update Management

Azure Update Manager is  a uni f ied serv ice that  he lps manage and govern updates for  a l l 
VMs. From a s ingle dashboard,  L inux update compl iance across deployments in Azure,  on-
premises,  and other c loud plat forms can be managed. Update Manager can be used to make 
rea l- t ime updates or schedule them with in a def ined maintenance window.

With Azure Update Manager Plat form engineers can perform the fo l lowing act ions on L inux 
VMs in Azure:

• Oversee update compl iance for  your ent i re f leet  of  machines in Azure,  on-premises,  and in 
other c loud env i ronments.

• Instant ly  deploy cr i t ica l  updates to help secure your machines.

• Use f lex ib le patching opt ions such as automat ic v i r tua l  machine (VM) guest patching in 
Azure,  and customer-def ined maintenance schedules.

Azure Policy
Azure Pol icy helps enforce organizat ional  standards and assess compl iance at  scale. 
Through i ts  compl iance dashboard, i t  prov ides an aggregated v iew to evaluate the overa l l 
state of  the env i ronment,  wi th the abi l i ty  to dr i l l  down to the per-resource,  per-pol icy 
granular i ty.  I t  a lso helps br ing resources to compl iance through bulk remediat ion for  ex ist ing 
resources and automat ic remediat ion for  new resources.

Azure Pol icy is  essent ia l  for  enforc ing organizat ional  standards and assessing compl iance at 
scale,  part icu lar ly  when managing L inux v i r tua l  machines (VMs) in Azure.  By leveraging Azure 
Pol icy,  admin ist rators can def ine and apply pol ic ies to ensure that  L inux VMs adhere to best
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pract ices and secur i ty  guidel ines.  These pol ic ies can inc lude ru les for  resource conf igurat ion, 
secur i ty  sett ings,  and operat ional  pract ices,  such as ensur ing that  a l l  VMs have up-to-date 
ant iv i rus protect ion or are encrypted.

Azure Pol icy prov ides bui l t - in pol ic ies for  common scenar ios,  and custom pol ic ies can 
be created to meet speci f ic  organizat ional  needs. The pol icy compl iance dashboard in 
Azure a l lows administrators to monitor  the compl iance status of  the i r  L inux VMs in rea l 
t ime, prov id ing ins ights and remediat ion steps for  non-compl iant  resources.  This proact ive 
approach helps mainta in a secure and wel l -governed c loud env i ronment,  reducing the r isk of 
misconf igurat ions and ensur ing that  a l l  L inux VMs consistent ly  meet def ined standards.

Azure Policy guest configuration extension

The Azure Pol icy guest conf igurat ion extension audi ts the conf igurat ion sett ings in a v i r tua l 
machine.  The guest conf igurat ion supports Azure VMs nat ive ly and non-Azure physica l  and 
v i r tua l  servers through Azure Arc-enabled servers.

Compliance frameworks and benchmarks

Azure Pol icy can be effect ive ly ut i l ized to enforce Federa l  In format ion Processing Standards 
(F IPS) and Center for  Internet Secur i ty  (CIS)  benchmarks on L inux v i r tua l  machines (VMs) in 
Azure,  ensur ing h igh secur i ty  and compl iance leve ls. 

F IPS prov ides a set  of  standards for  cryptographic modules,  whi le CIS benchmarks 
offer  comprehensive guidel ines for  secur ing IT systems. By implement ing Azure Pol icy, 
admin ist rators can apply these standards and benchmarks to L inux VMs to ensure they meet 
str ingent secur i ty  requi rements. 

Azure Pol icy’s bui l t - in def in i t ions inc lude pol ic ies for  both FIPS and CIS benchmarks, 
enabl ing automated compl iance checks and enforcement.  These pol ic ies can audi t 
sett ings l ike encrypt ion protocols,  secure conf igurat ion parameters,  and system integr i ty. 
The compl iance state of  L inux VMs can be monitored through Azure Pol icy’s compl iance 
dashboard, which prov ides deta i led reports and remediat ion steps for  non-compl iant 
resources.  This automat ion and cont inuous monitor ing fac i l i tate mainta in ing a secure 
env i ronment,  reducing the r isk of  vu lnerabi l i t ies,  and ensur ing that  L inux VMs comply wi th 
industry-standard secur i ty  pract ices.

Log Management
Log management for  L inux v i r tua l  machines (VMs) in Azure is  cr i t ica l  to mainta in ing secur i ty, 
per formance, and compl iance. Azure prov ides var ious tools and serv ices to manage and 
analyze logs f rom Linux VMs eff ic ient ly.  The pr imary serv ice for  th is purpose is  Azure Monitor, 
which integrates seamless ly wi th L inux systems to col lect ,  aggregate,  and analyze log data. 
Azure supports sh ipping sys logs f rom Linux VMs to Log Analyt ics,  enabl ing centra l ized 
analys is and corre lat ion of  system events.  Through Azure Log Analyt ics,  admin ist rators can 
create custom quer ies,  set  up a ler ts,  and v isual ize log data for  better  ins ights into system 
performance and secur i ty  events.  Microsoft  Sent ine l  a lso offers advanced threat detect ion 
and recommendat ions by analyz ing rea l- t ime log data. 

Implement ing robust log management pract ices ensures that  a l l  act iv i t ies wi th in the L inux 
VMs are monitored. This a ids in quick ly ident i fy ing and resolv ing issues,  thus enhancing the 
c loud env i ronment’s overa l l  secur i ty  posture and operat ional  eff ic iency.

http://www.solliance.net
https://learn.microsoft.com/azure/governance/policy/concepts/guest-configuration
https://learn.microsoft.com/azure/azure-arc/servers/overview
https://learn.microsoft.com/azure/compliance/offerings/offering-fips-140-2
https://learn.microsoft.com/azure/compliance/offerings/offering-fips-140-2
https://learn.microsoft.com/azure/governance/policy/samples/cis-azure-2-0-0
https://learn.microsoft.com/azure/azure-monitor/agents/data-sources-syslog


25

Securing Linux Workloads in Azure

www.solliance.net

Customer Scenario – Contoso Mortgage Application
This sect ion explores a rea l-wor ld appl icat ion of  running L inux on Azure through the lens 
of  a customer scenar io.  Contoso Mortgage, a large lending inst i tut ion in the Uni ted States, 
recent ly  undertook a modernizat ion pro ject  for  i ts  Mortgage appl icat ion.  The pro ject  involved 
migrat ing f rom an on-premises three-t ier  archi tecture to a c loud-based Microsoft  Azure 
solut ion.

On-premises Deployment
Figure 7 – On-premises Mortgage archi tecture documents the appl icat ion’s legacy setup in a 
data center.  Running as a mix of  hardware dev ices and VMs fo l lowing a t radi t ional  three-t ier 
archi tecture wi th f i le  storage on a Network-Attached Storage (NAS) dev ice.

Figure 7 – On-premises Mortgage architecture

External  t raff ic  f rom the internet f i rst  passes through a hardware-based next-generat ion 
f i rewal l  (NGFW) located in a VLAN dedicated to the DMZ, fo l lowed by a hardware load 
balancer.  Once the t raff ic  is  f i l tered, i t  reaches the appl icat ion layer hosted with in a separate 
VLAN. W ith a l l  VMs running L inux,  the appl icat ion t ier  interacts wi th backend APIs,  which 
connect to a data t ier  host ing a PostgreSQL database. Addi t ional ly,  the appl icat ion has 
access to a network-attached storage (NAS) system for  f i le  storage us ing Network F i le 
System (NFS) 3.0.

Deployment challenges

The on-premises deployment of  the appl icat ion faced numerous chal lenges that  impacted 
both secur i ty  and scalabi l i ty,  u l t imate ly leading to per formance ineff ic iencies and operat ional 
r isks.  Table 7 – Deployment Chal lenges h ighl ights these l imi tat ions:
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Area Descript ion

Compute
Lack of  conf ident ia l 
comput ing

VMs without conf ident ia l  comput ing are vu lnerable because data processed in memory 
remains unencrypted, leav ing i t  exposed to potent ia l  at tacks f rom mal ic ious ins iders, 
compromised hyperv isors,  or  other unauthor ized access dur ing execut ion.

Compute
Linux VM images 
are not secured by 
defaul t 

L inux VMs were deployed without hardened secur i ty  conf igurat ions,  leav ing them 
exposed to vu lnerabi l i t ies and threats. 

Compute Single API VM 
Rely ing on a s ingle VM to host the API made the system highly vu lnerable to fa i lures, 
wi th no redundancy for  cont inuous operat ion. 

Compute Single database VM 
The database was hosted on a s ingle VM, posing avai labi l i ty  r isks and l imi t ing 
scalabi l i ty  to meet demand. 

Compute No scalabi l i ty 
The inf rastructure d id not prov ide mechanisms for  scal ing appl icat ion work loads, 
making i t  d i f f icu l t  to handle increased traff ic  or  demands.

Compute No endpoint  secur i ty
The L inux VMs don’t  have endpoint  secur i ty  conf igured leav ing the system vulnerable to 
malware,  unauthor ized access,  and explo i tat ion.

Ident i ty
Connect ion Str ings 
on local  VMs

Connect ion str ings are used on the local  VMs to connect to the API t ier  and the 
database t ier  of  the appl icat ion.  These are insecure and have passwords in c lear text .

Ident i ty
Local  accounts wi th 
e levated pr iv i leges 
on L inux 

Local  accounts wi th e levated pr iv i leges were used on L inux,  increasing the r isk of 
pr iv i lege escalat ion. 

Ident i ty
Local  accounts 
on PostgreSQL 
database 

Local  accounts wi th e levated pr iv i leges were used on PostgreSQL DBMS, increasing the 
r isk of  pr iv i lege escalat ion. 

Ident i ty
Row-level  secur i ty 
not implemented on 
PostgreSQL 

The PostgreSQL database lacked row-level  secur i ty,  leav ing sensi t ive data vu lnerable to 
unauthor ized access. 

Ident i ty
Cert i f icates are 
imported into 
local  VMs 

Cert i f icates were manual ly  imported into VMs, increasing the r isk of  misconf igurat ion or 
outdated cert i f icates. 

Network ing No DDoS protect ion 
The inf rastructure lacked Distr ibuted Denia l  of  Serv ice (DDoS) protect ion,  making i t 
vu lnerable to t raff ic  over loads or at tacks. 

Network ing
Fi rewal l  and 
load balancer 
management issues 

The f i rewal l  and load balancer could not be managed with the same tools as the rest  of 
the inf rastructure,  compl icat ing operat ions. 

Network ing
Al l  VMs are on the 
same VLAN without 
t raff ic  management

Al l  t raff ic  f lowed unf i l tered between VMs, increasing the r isk of  internal  threats and 
making i t  harder to iso late serv ices for  secur i ty. 

Network ing
No web accelerat ion 
or SSL off load 

The system lacked web accelerat ion techniques l ike SSL off loading, reducing 
per formance opt imizat ion. 

Network ing
Lack of  SSL/TLS 
between API & 
PostgreSQL

SSL/TLS was not conf igured between the API t ier  VMs and the PostgreSQL database 
VM. This a l lows sensi t ive in format ion such as login credent ia ls,  to be t ransmit ted in 
p la intext ,  making i t  vu lnerable to intercept ion and unauthor ized access by attackers 
dur ing t rans i t .

Storage
Fi les on the NAS are 
not encrypted 

F i les stored on the NAS were le f t  unencrypted, exposing potent ia l ly  sensi t ive data to 
unauthor ized access. 

Storage
Lack of  encrypted 
dr ives on VMs 

Sensi t ive data on v i r tua l  machines was stored without encrypt ion,  increasing the r isk of 
data exposure in the event of  unauthor ized access. 

Table 7 – Deployment Chal lenges
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Azure Deployment
Contoso Mortgage has implemented a new cloud-based archi tecture by migrat ing the 
on-premises appl icat ion to Azure,  leveraging c loud-nat ive technologies for  scalabi l i ty, 
secur i ty,  and h igh avai labi l i ty.

F igure 8 – Azure L inux archi tecture,  shows the newly deployed Contoso Mortgage 
appl icat ion.  The implementat ion leverages a l l  Azure serv ices and features for  running a 
secured L inux deployments on Azure. 

This Azure design introduces s igni f icant improvements in scalabi l i ty  and management,  wi th 
components l ike PostgreSQL databases spread across zones for  better  per formance and 
avai labi l i ty.  The archi tecture fu l ly  uses Azure’s p lat form-level  serv ices,  such as pr ivate l ink 
endpoints (PLE),  for  secure connect iv i ty  and enhanced secur i ty.  The move to th is c loud-
based model  a l lows for  more f lex ib le scal ing and streaml ined secur i ty  and management 
through centra l ized pol ic ies and monitor ing tools.

Azure Monitor  prov ides comprehensive v is ib i l i ty  and monitor ing of  the inf rastructure,  ensur ing 
per formance and secur i ty  metr ics are t racked in rea l  t ime. Logs f rom al l  t iers are centra l ized 
in Azure Log Analyt ics,  prov id ing deta i led ins ights into system act iv i ty  and enabl ing advanced 
threat detect ion and t roubleshoot ing.  Microsoft  Defender for  Cloud is  implemented to prov ide 
uni f ied secur i ty  management and advanced threat protect ion for  work loads, cont inuously 
assessing secur i ty  posture.

Addi t ional ly,  Microsoft  Sent ine l  offers inte l l igent secur i ty  analyt ics and threat inte l l igence 
across the env i ronment,  enabl ing rapid detect ion and response to threats.  Microsoft 
Defender for  Endpoint  Secur i ty  adds another layer of  defense, offer ing advanced threat 
protect ion across a l l  v i r tua l  machines.  Furthermore,  Azure Update Management automates 
patching and updates,  ensur ing that  a l l  systems remain up-to-date and secure.

Figure 8 – Azure Linux architecture
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In  addi t ion to the secur i ty  archi tecture out l ined, Contoso Mortgage ut i l ized Bicep to def ine 
and deploy the ent i re in f rastructure,  inc luding v i r tua l  networks,  subnets,  and v i r tua l  machines 
(VMs),  ensur ing consistent and secure conf igurat ion of  a l l  resources.  To further automate 
the conf igurat ion of  the VMs, Contoso Mortgage employed GitHub Act ions in conjunct ion 
with c loud- in i t ,  which handled tasks such as insta l l ing required packages, apply ing secur i ty 
patches,  and sett ing up monitor ing agents d i rect ly  upon VM boot.  This combinat ion of  tools 
enabled rapid,  repeatable deployments whi le min imiz ing manual  errors.  By leveraging Bicep 
for  in f rastructure as code, Gi tHub Act ions for  automat ion,  and c loud- in i t  for  VM in i t ia l izat ion, 
Contoso Mortgage ensured i ts  in f rastructure remained scalable,  secure,  and a l igned with the 
pro ject ’s operat ional  requi rements.

The fo l lowing subsect ions wi l l  deta i l  the cr i t ica l  components of  th is archi tecture,  cover ing 
Compute,  Storage, Network ing,  and Ident i ty  considerat ions focused on improv ing the 
secur i ty  of  the appl icat ion p lat form.

Compute
A mult i - t ier  archi tecture was adopted to deploy Contoso Mortgage’s Azure-based solut ion, 
leveraging advanced secur i ty  features to safeguard data across the appl icat ion,  API ,  and 
database t iers.  The appl icat ion and API t iers are powered by V i r tua l  Machine Scale Sets 
(VMSS) and dedicated V i r tua l  Machines (VMs),  respect ive ly,  ut i l iz ing AMD EPYC™ processors 
wi th Azure Conf ident ia l  Comput ing capabi l i t ies and hardened L inux images. These pre-
conf igured images are opt imized for  secur i ty,  ensur ing that  the VMs start  wi th enhanced 
protect ion against  vu lnerabi l i t ies.  The VMs are Generat ion 2 and use vTPM with Secure boot, 
leveraging a l l  the secur i ty  features avai lable for  IaaS work loads in Azure.

The database t ier  is  secured with Azure Database for  PostgreSQL – F lex ib le Server,  offer ing 
robust encrypt ion,  f i rewal l  protect ion,  and automated backup features.  This archi tecture 
enhances scalabi l i ty  and performance whi le embedding secur i ty  at  every in f rastructure leve l .

Web Tier: Virtual Machine Scale Sets (VMSS) with AMD Processors

Prev iously managed by four on-premises VMs, the web t ier  was t rans i t ioned to a VMSS in 
Azure.  This change a l lowed for  better  scalabi l i ty,  wi th the abi l i ty  to adjust  the number of  VMs 
based on demand dynamical ly.

V i r tua l  Machine Scale Sets (VMSS) are ut i l ized to ensure scalabi l i ty,  res i l ience, and secur i ty. 
The VMs in the scale set  are powered by AMD EPYC™ processors wi th Azure Conf ident ia l 
Comput ing capabi l i t ies,  ensur ing the appl icat ion data is  encrypted at  rest ,  in t rans i t ,  and in 
use.  Conf ident ia l  VMs prov ide an addi t ional  layer of  data protect ion by encrypt ing memory, 
he lp ing to prevent unauthor ized access f rom pr iv i leged system users and processes.  The 
VMs are fur ther secured with Azure’s network secur i ty  groups (NSGs) to restr ict  t raff ic ,  and 
Azure Disk Encrypt ion is  used to protect data at  rest .  Updated images wi l l  be used as new 
nodes are prov is ioned us ing the VMSS’s automat ic OS image update capabi l i ty.
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Logic Tier: Virtual Machines with AMD Processors

The API t ier  runs on dedicated v i r tua l  machines powered by AMD EPYC™ processors wi th 
Conf ident ia l  Comput ing technology.  This ensures that  the API VMs prov ide h igh per formance 
and enhanced secur i ty  for  sensi t ive backend serv ices.  Conf ident ia l  VMs encrypt the 
data in use,  adding addi t ional  protect ion against  unauthor ized access,  even f rom Azure 
administrators.  Network Secur i ty  Groups (NSGs) are implemented to manage and contro l 
inbound and outbound traff ic .  Regular  patches and updates are automated us ing Azure patch 
management,  ensur ing the VMs remain secure.  Addi t ional ly,  TLS encrypt ion is  employed for 
a l l  communicat ion between the API and database t iers to secure data in t rans i t .

Database Tier: Azure Database for PostgreSQL – Flexible Server with VNet integration

The database t ier  is  powered by Azure Database for  PostgreSQL – F lex ib le Server,  which 
offers advanced conf igurat ion opt ions for  h igh avai labi l i ty  and secur i ty.  Database for 
PostgreSQL – F lex ib le Server is  protected by bui l t - in f i rewal l  ru les restr ict ing access to 
speci f ic  t rusted IP addresses and Azure serv ices.  A l l  data is  encrypted at  rest  us ing Azure 
Storage Serv ice Encrypt ion,  and Transparent Data Encrypt ion (TDE) is  appl ied to protect 
sensi t ive in format ion.  Database for  PostgreSQL – F lex ib le Server a lso supports ro le-based 
access contro l  (RBAC) and managed ident i t ies to secure database access,  ensur ing that  only 
author ized serv ices and users can access the database. Automated backups and point- in-
t ime recovery are conf igured to ensure data integr i ty  and protect ion f rom accidenta l  data 
loss.  Row-level  secur i ty  was a lso implemented to ensure data accessed is only shown i f  the 
user has the proper author i ty.

Storage
Secur i ty  is  cr i t ica l  in the Contoso Mortgage archi tecture deployed on Azure,  part icu lar ly  in 
data storage and management.  The archi tecture leverages Azure’s bui l t - in secur i ty  features 
to protect both f i le  storage and v i r tua l  machine d isks,  safeguarding sensi t ive data against 
unauthor ized access,  data loss,  and other vu lnerabi l i t ies.

Azure Files with NFS 4�1

Contoso Mortgage needed fast ,  secure f i le  storage for  i ts  mortgage appl icat ion.  To 
modernize i ts  f i le  in f rastructure,  Contoso replaced the legacy on-premises NAS system with 
Azure F i les us ing NFS 4.1,  which prov ided the f lex ib i l i ty  and performance needed to handle 
i ts  growing data demands whi le ensur ing a h igh leve l  of  secur i ty.

Contoso Mortgage migrated i ts  ent i re f i le  storage env i ronment to an Azure F i les storage 
account conf igured with NFS 4.1.  This sh i f t  a l lowed them to leverage encrypt ion at  rest  us ing 
Azure Storage Serv ice Encrypt ion (SSE),  wi th the opt ion to manage the i r  encrypt ion keys 
through Azure Key Vaul t  wi th HSM. By us ing customer-managed keys (CMKs),  the company 
ensured complete contro l  over encrypt ion,  key rotat ion,  and compl iance with str ict  secur i ty 
requi rements.

To further protect the i r  data,  Contoso Mortgage implemented TLS encrypt ion for  a l l  data 
in t rans i t ,  safeguarding i t  against  potent ia l  intercept ion or tamper ing as i t  moves between 
users,  serv ices,  or  appl icat ions.  This was especia l ly  important for  handl ing sensi t ive f inancia l 
in format ion.
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Performance was a cr i t ica l  factor for  Contoso Mortgage. NFS 4.1 was del ivered with support 
for  sess ion t runking and para l le l  I /O, s igni f icant ly  improv ing the company’s h igh-throughput, 
large-scale data processing per formance. These performance enhancements were combined 
with avai labi l i ty  zone redundancy to ensure the f i le  system remained accessib le and res i l ient , 
even dur ing hardware or zone fa i lures.

Secur i ty  was further enhanced by integrat ing Azure Pr ivate L ink,  which a l lowed Contoso 
Mortgage to ensure that  a l l  f i le  access stayed with in the i r  v i r tua l  networks.  This e l iminated 
exposure to the publ ic internet,  reducing the attack sur face and ensur ing that  only 
author ized users and appl icat ions with in the VNet had access to the f i les.

Addi t ional ly,  Network Secur i ty  Groups (NSGs) were conf igured to contro l  f i le  share access 
t ight ly.  NSGs enabled the company to def ine ru les restr ict ing which appl icat ions or 
serv ices could interact wi th the f i le  shares,  us ing IP addresses,  subnets,  and other network 
condi t ions to guard against  unauthor ized access or mal ic ious t raff ic .  The pr imary access 
NSG al lowed was the API subnet,  which manages the appl icat ion’s f i le  access requirements.

By adopt ing Azure F i les wi th NFS 4.1,  Contoso Mortgage achieved a modern,  c loud-
based storage solut ion that  was secure,  scalable,  and capable of  handl ing i ts  demanding 
performance requirements.  The company now benef i ts  f rom enhanced secur i ty,  s impl i f ied 
management,  and a storage plat form that supports current and future business needs.

Azure Disk Storage

Contoso Mortgage implemented Azure Disk Storage throughout i ts  archi tecture to store data 
for  the v i r tua l  machines (VMs) in the Appl icat ion and API t iers.  These managed disks offer 
advanced secur i ty  features and prov ide secure and re l iab le storage for  the company’s VMs.

Contoso Mortgage uses Azure Disk Encrypt ion to ensure data protect ion.  This serv ice 
leverages dm-crypt for  L inux VMs to encrypt data at  the operat ing system leve l ,  safeguarding 
data f rom unauthor ized access.  The encrypt ion keys are managed v ia Azure Key Vaul t ,  g iv ing 
the company complete contro l  over key management and l i fecycle,  ensur ing that  encrypt ion 
is  handled secure ly.

Contoso Mortgage uses customer-managed keys (CMKs) stored in Azure Key Vaul t  to encrypt 
managed disks for  addi t ional  secur i ty.  This approach a l lows the company to reta in complete 
contro l  over key rotat ion,  revocat ion,  and audib i l i ty,  meet ing str ict  secur i ty  and compl iance 
requirements.

Role-Based Access Contro l  (RBAC) is  a lso used to manage and modi fy Azure Disk Storage. 
Only author ized users or  serv ices can create,  at tach, or  delete d isks,  min imiz ing the r isk of 
unauthor ized access and reducing the l ike l ihood of  data breaches or misconf igurat ions.

To ensure data recoverabi l i ty,  Contoso Mortgage uses incrementa l  snapshots and encrypted 
backups. These features prov ide quick restorat ion of  VMs in case of  fa i lure whi le ensur ing 
that  backup data remains protected f rom unauthor ized access.

Contoso Mortgage uses Zone-Redundant Managed Disks for  i ts  miss ion-cr i t ica l  work load, 
repl icat ing data across avai labi l i ty  zones.  This repl icat ion ensures that  i f  a d isk fa i lure occurs 
in one zone, the data remains avai lable in other zones,  adding a cr i t ica l  layer of  secur i ty 
against  data loss and ensur ing business cont inu i ty.
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By leveraging Azure Disk Storage, Contoso Mortgage guarantees that  a l l  VM data is  secure ly 
stored and protected f rom unauthor ized access or mal ic ious threats.  This comprehensive 
approach ensures sensi t ive in format ion is  encrypted, contro l led,  and monitored, fu l ly  ut i l iz ing 
Azure’s integrated secur i ty  capabi l i t ies to meet the company’s operat ional  and secur i ty 
requi rements.

Networking
In  F igure 8 – Azure L inux archi tecture,  the newly deployed Contoso Mortgage appl icat ion 
shows internet t raff ic  f i rst  enter ing through the Azure Front Door,  which handles g lobal  load 
balancing and integrates wi th a Web Appl icat ion F i rewal l  (WAF) pol icy for  enhanced secur i ty 
us ing OWASP ru les.  AFD a lso s impl i f ies SSL cert i f icate management and custom domain 
integrat ion,  ensur ing streaml ined conf igurat ion and maintenance. In th is archi tecture,  t raff ic 
is  secured with end-to-end TLS, meaning i t  is  re-encrypted before reaching the web servers, 
ensur ing data conf ident ia l i ty  throughout the t raff ic  f low.

After  passing through AFD, t raff ic  routes through a f i rewal l  in  the HUB-VNET, which prov ides 
centra l ized secur i ty  contro ls across a l l  connected env i ronments.  The HUB-VNET a lso 
inc ludes DDoS protect ion to mit igate d ist r ibuted denia l-of-serv ice attacks.  The appl icat ion 
work loads are hosted in the APP-VNET, peered with the HUB-VNET, a l lowing secure 
communicat ion between the two v i r tua l  networks.  The appl icat ion t ier  is  deployed across 
avai labi l i ty  zones to ensure redundancy and fau l t  to lerance.

This setup ensures that  the apps, APIs,  and data t iers are d ist r ibuted across mult ip le zones, 
enhancing the overa l l  res i l ience of  the archi tecture.  Each t ier  is  protected by network 
secur i ty  groups (NSGs) to regulate t raff ic  f low, and Azure serv ices such as logs,  f i les,  and 
cert i f icates & secrets are integrated for  moni tor ing,  storage, and secur i ty  management us ing 
secure pr ivate l ink endpoints.  Addi t ional ly,  DDoS protect ion is  extended to th is appl icat ion 
subscr ipt ion,  fur ther strengthening i ts  defenses.

Support ing serv ices leverage pr ivate l inks wi th in the v i r tua l  network to ensure a l l  t raff ic 
remains secure and conf ined to the VNet,  e l iminat ing exposure to the publ ic internet.  This 
conf igurat ion enhances data pr ivacy and secur i ty  whi le mainta in ing eff ic ient ,  low- latency 
communicat ion between serv ices.

Network ing was a cr i t ica l  component of  Contoso Mortgage’s c loud archi tecture,  ensur ing 
that  the var ious appl icat ion t iers could communicate secure ly and eff ic ient ly.

Identity
Ident i ty  management p layed a cr i t ica l  ro le in Contoso Mortgage’s migrat ion to Azure.  The 
company focused on secur ing access to the appl icat ion,  in f rastructure,  and data and 
adopted a ser ies of  Azure-nat ive ident i ty  so lut ions to strengthen secur i ty  across the ent i re 
archi tecture.

Managed Ident i t ies were extensive ly used to handle access to resources l ike Azure Storage, 
Key Vaul t ,  and the VMs. This approach e l iminated the need for  hardcoded credent ia ls, 
a l lowing the VMs to authent icate to Azure resources us ing system-assigned Managed 
Ident i t ies secure ly.  The VMs retr ieved cert i f icates and connect ion str ings secure ly f rom Azure 
Key Vaul t ,  ensur ing these sensi t ive i tems were managed and accessed without exposing 
secrets in the appl icat ion code.
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In  a cr i t ica l  secur i ty  enhancement,  local  ident i t ies on the VMs were removed to enforce 
centra l ized ident i ty  management through Entra ID.  Using SSH authent icat ion with Entra ID, 
Contoso Mortgage secured remote access to i ts  VMs, reducing the r isks associated with 
local  user accounts and passwords.  This approach a l lowed centra l ized management of  VM 
access through Entra ID,  ensur ing t ighter  contro l  and audi t ing of  user act ions.

The PostgreSQL database was a lso a focus of  ident i ty-based secur i ty.  Contoso Mortgage 
used Managed Ident i ty  for  i ts  VMs to connect secure ly to Azure Key Vaul ts to retr ieve 
connect ion str ings for  the PostgreSQL database without exposing credent ia ls.  Addi t ional ly, 
the use of  Row-Level  Secur i ty  (RLS) in conjunct ion with Entra ID Role-Based Access Contro l 
(RBAC) a l lowed the company to enforce granular  access contro ls wi th in the database i tse l f . 
Th is setup ensured that  only author ized users or  serv ices could v iew or modi fy speci f ic  rows 
of  data,  secur ing sensi t ive customer in format ion based on predef ined ro les.

The integrat ion of  Entra ID a lso extended to the ent i re appl icat ion,  wi th RBAC used to 
manage access to both appl icat ion- leve l  resources and inf rastructure components.  This 
ensured that  users and serv ices had only the permiss ions necessary to per form thei r  jobs, 
s ign i f icant ly  reducing the r isk of  pr iv i lege escalat ion.

Key Vaul t  p layed a centra l  ro le in managing secrets and cert i f icates,  wi th Pr ivate L ink 
ensur ing that  these sensi t ive i tems could only be accessed f rom with in the v i r tua l  network. 
This pr ivate network integrat ion further protected the cert i f icates and connect ion str ings 
accessed by Managed Ident i t ies,  adding another layer of  secur i ty  to the archi tecture.

Through these ident i ty  management pract ices,  Contoso Mortgage ensured that  a l l  aspects of 
access contro l—across VMs, data,  and resources—were centra l ized, secure,  and compl iant 
wi th str ingent secur i ty  standards.  The comprehensive use of  Managed Ident i t ies,  Entra ID, 
and advanced access contro l  measures,  such as RBAC and Row-Level  Secur i ty,  ensured 
that  the company’s in f rastructure was wel l -protected f rom unauthor ized access and data 
breaches.

Governance, Operations, and Security
Governance, operat ions,  and secur i ty  are essent ia l  to Contoso Mortgage’s Azure 
archi tecture,  ensur ing compl iance, eff ic ient  management,  and strong defense against  threats. 
This combinat ion of  governance, moni tor ing,  and secur i ty  pract ices supports Contoso 
Mortgage’s Azure-based archi tecture’s integr i ty,  compl iance, and re l iab i l i ty.

Governance

The organizat ion uses Azure Pol icy to enforce compl iance with organizat ional  standards, 
ensur ing resource conf igurat ions a l ign with best pract ices,  such as encrypt ion requirements 
or  l imi t ing publ ic- fac ing endpoints.  Tags are used extensive ly to c lass i fy  and manage 
resources,  prov id ing better  v is ib i l i ty  into usage and fac i l i tat ing cost management.  These 
governance measures mainta in an organized, eff ic ient ,  and compl iant  Azure env i ronment.
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Summary
In  conclus ion,  deploy ing L inux on Azure,  part icu lar ly  wi th AMD processors,  offers a robust 
and secure env i ronment for  modern work loads. Azure’s comprehensive su i te of  secur i ty 
features,  inc luding conf ident ia l  comput ing,  ensures that  data remains protected throughout 
i ts  l i fecycle,  f rom processing to storage and t rans i t .  The col laborat ion between Microsoft 
and AMD exempl i f ies a commitment to prov id ing h igh-performance, cost-eff ic ient ,  and 
secure solut ions for  d iverse work loads. By leveraging Azure’s advanced secur i ty  measures, 
extensive support  for  var ious L inux d ist r ibut ions,  and seamless integrat ion with management 
tools,  organizat ions can conf ident ly  deploy and manage the i r  L inux-based appl icat ions in 
the c loud, ensur ing compl iance with str ingent secur i ty  standards and opt imiz ing operat ional 
eff ic iency.

Operations

Contoso Mortgage uses Azure Monitor  to t rack i ts  in f rastructure’s heal th,  per formance, and 
usage. Logs f rom al l  appl icat ion t iers are centra l ized in Azure Log Analyt ics,  a l lowing for 
custom quer ies,  v isual izat ions,  and proact ive a ler ts to detect and resolve issues quick ly. 
Automated tools l ike Azure Update Management ensure systems are consistent ly  patched 
and updated, reducing vu lnerabi l i t ies and streaml in ing maintenance.

Security

Contoso Mortgage leverages Microsoft  Defender for  Cloud for  uni f ied secur i ty  management 
and threat protect ion.  The serv ice cont inuously assesses work loads and prov ides act ionable 
recommendat ions to address vu lnerabi l i t ies.  Microsoft  Sent ine l  enhances secur i ty  wi th 
advanced threat detect ion,  hunt ing,  and inc ident response capabi l i t ies.  Sensi t ive serv ices 
l ike Azure Key Vaul t  and Log Analyt ics use pr ivate l inks to ensure a l l  t raff ic  remains with in 
the v i r tua l  network,  protect ing data f rom exposure.
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